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History	of	ICT	development	in	Ventspils

• 2000. development of ICT strategy of Ventspils

• 2001. – 2003. implementation of e-Ventspils project

• 2003. – ... many consecutive projects strengthening ICT area

• 2014. – 2020. development and implementation of Ventspils ICT
sector development strategy and action plan
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Future	of	ICT	development	in	Ventspils

• Development and implementation of Ventspils ICT sector
development strategy and action plan:

• provision of access to the ICT for everyone;

• development of necessary ICT infrastructure;

• development of human resources in ICT;

• support entrepreneurship;

• facilitation of science and research development.

• Development of shared IoT infrastructure and serving as a testbed
for the development of new products and services
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Part	1	- future	development	of	shared	ICT	
infrastructure	for	municipalities

• Provision of access to the data centre services and shared ICT
infrastructure linked into nation-wide governmental ICT grid that is
not available from commercial service providers

• Development of necessary procedures for municipalities to comply
with data security requirements

• Provision of access to the mandatory e-address services

• Development of computerized public services support system
adopting “one-stop-agency” principle in public governance

• Support and consultations in ICT related questions
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Provision	of	access	to	the	mandatory	e-
address	services
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Timeline	of	e-address	implementation

• Survey	of	needs	and	wants	(now!)

• Agreements	on	e-address	use	(03.2018.)

• Configuration	of	state	owned	document	integration	infrastructure	

(04.2018.	– 06.2018.)

• Implementation	of	e-address	access	system,	including	teaching	and	

configuration	for	customers	(04.2018.	– 06.2018.)

• Start	of	end	user	support	(ongoing	from	03.2018.)
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Future	look	of	“one-stop-agency”	principle	
in	public	governance
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Future	look	of	contact	and	knowledge	
management
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Timeline	of	public	services	support	system	

• Survey	of	needs	and	wants	(ongoing)

• Agreement	on	implementation	of	the	project	with	CFLA	(12.2018.)

• Integration	with	state	owned	user	authentication	and	authorization	

infrastructure	(04.2018.	– end	of	project,	depends	on	VRAA	and	VARAM	

projects)

• Implementation	of	additions	and	improvements	to	to	public	services	

(rolling	releases	fro	04.2018.	to end	of	project,	depends	on	VRAA	and	

VARAM	projects)
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Timeline	of	shared	ICT	infrastructure	
development	

• Survey	of	needs	and	wants	(ongoing)

• Implementation	of	the	basic	shared	ICT	infrastructure	and	start	of	

colocation	services	(online	from	06.2018.)

• Implementation	of	the	self–service	based	shared	ICT	infrastructure	and	

start	of	virtual	server	provision	services	(online	from	06.2019.)

• Development	of	necessary	procedures	for	municipalities	to	comply	with	

data	security	requirements	(first	version	released	08.2018.)

• Agreements	on	shared	ICT	infrastructure use	(ongoing	from	06.2018.)

• Start	of	the	end	user	support	(ongoing	from	06.2018.)
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Part	2	- How	we	do	ICT

• Single	Point	of	Contact	(SPOC) – all	IT	issues,	service	requests,	problems	and	

incidents	are	first	directed	to	the	level	1	service	desk	to	be	logged	in	the	ticketing	system,	

and	then	either	resolved	at	level	1	or	dispatched	to	another	source	of	support	where	the	

ticket	can	be	resolved

• Support	of	both	common	of-the-shelf	and	proprietary	applications

• Data	centre,	hardware	and	networking

• Metropolitan	optical	network

• Management	and	benchmarking	of	outsourced	services	and	service	

providers
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Our	customers

• All 872	public libraries in Latvia

• 53	municipalities in Latvia

• State	e-governnance portal	www.latvija.lv

• State	Revenue	Service

• State	Social	Insurance	Agency

• Private	companies
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Green IT	Infrastructure	for	Public	services

• Product	&	technology	longevity

• Power	management

• Materials	recycling

• Software	optimization

• Cloud	computing

• Telecommuting	&	teleworking
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Product	&	technology	longevity

• Less	parts	=	longer	usable	life

• Modular	design

• Track	your	costs

• Adhere	to	open	standards,	avoid

vendor	&	technology	lock-in

• Invest	in	knowledge	management

• Keep	it	simple,	stupid!
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Power	management

• Avoid	uncontrolled	deployment	of	virtual	machines

• Increase	rack	power	density

• Split	storage	from	CPU	power

• Monitor	CPU/Memory/System	power	usage,	and	group	VM	to	meet	

both	availability	and	power	management	requirements
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Materials	recycling

• Use	old	hardware	to:

• teach	kids	computer	internals

• create	an	artwork
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Software	optimization

• Avoid	keeping	multiple	components	with	similar	functions	– many	

databases,	data	warehousing,	content	management	systems,...	

• Develop	technical	standards	for	new	systems	and	stick	to	them

• Balance	in-house	with	outsourced	services	wisely
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Cloud	computing

• Advanced	planning	is	necessary

• Increasing	challenge	to	stay	in	

control	with	all	the	treats	and	

opportunities

• Do	you	even	know	all	the	service	

providers	involved	in	services	you	

have	subscribed?

18



Telecommuting	&	Teleworking

• Start	with	your personnel

• Develop	standards	and	be	prepared	

for	long	adoption	period

• Think	telecommuting	&	teleworking	

don't	matter?	Think	Again!
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So,	what	do	we	do	about	data	centres?
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Iron	Mountain	Room	48	vs	...
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...	vs	Bitcoin	miner
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What	is	wrong	with	Tier	3	/4	Data	Centre?
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Hurricane	Sandy:	Generator	Fail
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Fire	In	Iowa
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If	something	can	go	wrong,	it	will
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Facebook	way
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In	Our	Own	Way
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Redundant	Array	of	Inexpensive	Data	
Centres

• 4	or	more	geographically	dispersed	data	centres,	each	run	at	75%	of	

its	capacity

• Resilient	network	system	based	on	40GbE	optical	network

• Data	is	everything	– storage	implemented	as	a	resilient	system	based	

on	Distributed	Replicated	Glusterfs and	Geo-Replication	run	on	

dedicated	hardware,	using	off-the-shelf	components

• CPU	power	is	designed	to	be	non	persistent
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How it looks



Green	by	design

• No	system	is	fault	tolerant.	Design	systems	to	fail	gracefully,	

transparently	and	make	them	fail	reasonably	often!

• It	is	green	by	design:	takes	less	resources,	leads	to	less	dramatic	

impact	in	case	of	failure,	allow	software	optimization	and	enforces	

good	product,	technology	and	power	management
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Ventspils	Digital centre

Akmenu street 3
Ventspils
LV	3601
Latvia

E-mail:	vdc@ventspils.lv
Phone:	+371- 63607607

Thank you!
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